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Abstract. Having in mind a well-known connection between norms and
metrics on vector spaces, for an additively written group $X$, we establish
a natural Galois connection between functions of $X$ to $\mathbb{R}$ and $X^2$ to $\mathbb{R}$.

1 Introduction

In this paper, for an additively written group $X$, we shall consider the sets

\[ \mathcal{N} = \mathcal{N}(X) = \mathbb{R}^X \quad \text{and} \quad \mathcal{M} = \mathcal{M}(X) = \mathbb{R}^{X^2}. \]

to be equipped with the usual pointwise inequality of real-valued functions.

Moreover, having in mind a well-known connection between norms and
metrics on vector spaces, for any $p \in \mathcal{N}$, $d \in \mathcal{M}$ and $x, y \in X$ we define

\[ p_d(x) = d(0, x) \quad \text{and} \quad d_p(x, y) = p(-x + y). \]

Thus, it can be easily seen that, for any $p \in \mathcal{N}$ and $d \in \mathcal{M}$,

\[ (1) \quad d_p \leq d \quad \implies \quad p \leq p_d, \quad \quad (2) \quad p \leq p_d \quad \implies \quad d_p \leq d_{p_d}. \]
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Moreover, if in particular
\[ d(x, y) = |\varphi(x) - \varphi(y)|, \quad \text{with} \quad \varphi(x) = x/(1 + |x|), \]
for all \( x, y \in \mathbb{R} \), then \( d \) is a metric on \( \mathbb{R} \) such that \( d_{p_d} \not\leq d \), despite that \( p = p_{d_p} \) for all \( p \in \mathcal{N} \).

Therefore, by defining
\[ \mathcal{M}^\wedge = \mathcal{M}^\wedge(X) = \{ d \in \mathcal{M}(X) : d_{p_d} \leq d \}, \]
we can note that the functions, defined by
\[ f(p) = d_p \quad \text{and} \quad g(d) = p_d \]
for all \( p \in \mathcal{N} \) and \( d \in \mathcal{M}^\wedge \), establish an increasing Galois connection [21, 24] between the posets \( \mathcal{N} \) and \( \mathcal{M}^\wedge \) in the sense that, for any \( p \in \mathcal{N} \) and \( d \in \mathcal{M}^\wedge \), we have
\[ f(p) \leq d \iff p \leq g(d). \]

Some very particular Galois connections have also been investigated in Lambek [12] and our former papers [17, 18, 20, 3, 23, 25, 26]. However, to get a proper overview on Galois connections, the interested reader must consult most of the books [1, 2, 9, 7, 4, 5].

To feel the importance of our present Galois connection, note that if in particular \( p \in \mathcal{N} \) is a preseminorm [16, 28] on \( X \) in the sense that
\[ (1) \quad p(0) \leq 0, \quad (2) \quad p(-x) \leq p(x), \quad (3) \quad p(x + y) \leq p(x) + p(y) \]
for all \( x, y \in X \), then \( d_p \) is a left-invariant semimetric on \( X \) such that
\[ d(p(x), p(y)) = |p(x) - p(y)| \leq d_p(x, y) \]
for all \( x, y \in X \).

Conversely, if \( d \) is a left-invariant semimetric on \( X \), then \( p_d \) is a preseminorm on \( X \) such that \( d = d_{p_d} \). Therefore, preseminorms and left-invariant semimetrics are equivalent tools in a group. However, in contrast to the opinions of several authors, the former ones, being a function of only one variable, are certainly more convenient tools than the latter ones.

In this respect, it is also worth mentioning that if in particular \( d \) is the postman metric [22] on \( \mathbb{C} \), i.e.,
\[ d(x, y) = 0 \quad \text{if} \quad x = y \quad \text{and} \quad d(x, y) = |x| + |y| \quad \text{if} \quad x \neq y, \]
for any \( x, y \in \mathbb{C} \), then \( d \) is a metric on \( \mathbb{C} \) such that \( d \in \mathcal{M}^\wedge(\mathbb{C}) \), but \( d \neq d_{p_d} \).
2 Generalized norms and metrics

Notation 1 In the sequel, we shall assume that \(X\) is an additively written group, and we shall write
\[
\mathcal{N} = \mathcal{N}(X) = \mathbb{R}^X \quad \text{and} \quad \mathcal{M} = \mathcal{M}(X) = \mathbb{R}^{X^2}.
\]
Moreover, on the sets \(\mathcal{N}\) and \(\mathcal{M}\) we shall consider the usual pointwise inequality of real-valued functions.

Remark 1 Thus, for instance, \(\mathcal{N}\) is the space of all functions of \(X\) to \(\mathbb{R}\). Moreover, since \(X^2\) is also a group, we can note that \(\mathcal{M}(X) = \mathcal{N}(X^2)\).

The members of the families \(\mathcal{N}\) and \(\mathcal{M}\) may be considered as certain generalized norms and metrics on \(X\), respectively. They can be easily connected by the following

Definition 1 For any \(d \in \mathcal{M}\), \(p \in \mathcal{N}\) and \(x, y \in X\), we define
\[
p_d(x) = d(0, x) \quad \text{and} \quad d_p(x, y) = p(-x + y).
\]

Remark 2 Moreover, for any \(p \in \mathcal{N}\) and \(d \in \mathcal{M}\), we also define
\[
f(p) = d_p \quad \text{and} \quad g(d) = p_d.
\]
Thus, the functions \(f\) and \(g\) establish a natural connection between \(\mathcal{N}\) and \(\mathcal{M}\).

By Definition 1, we evidently have the following

Theorem 1 For any \(p, q \in \mathcal{N}\) and \(d, \rho \in \mathcal{M}\),
\[
\begin{align*}
(1) \quad & p \leq q \implies d_p \leq d_q, \\
(2) \quad & d \leq \rho \implies p_d \leq p_\rho.
\end{align*}
\]

Remark 3 Thus, by Remark 2, for any \(p, q \in \mathcal{N}\) and \(d, \rho \in \mathcal{M}\)
\[
\begin{align*}
(1) \quad & p \leq q \implies f(p) \leq f(q), \\
(2) \quad & d \leq \rho \implies g(d) \leq g(\rho).
\end{align*}
\]
Therefore, the functions \(f\) and \(g\) are increasing.

Moreover, by using Definition 1, we can also easily prove the following

Theorem 2 For any \(p \in \mathcal{N}\), we have
\[
\begin{align*}
(1) \quad & p = p_{d_p}, \\
(2) \quad & d_p = d_{p_{d_p}}.
\end{align*}
\]
Proof. For any $x \in X$, we have

$$p_{dp}(x) = dp(0, x) = p(-0 + x) = p(x).$$

Therefore, $dp_{dp} = p$, and thus (1) is true. Assertion (2) follows from (1). □

Remark 4 By Theorem 2 and Remark 2, for any $p \in N$ we have

(1) $p = g(f(p)),$

(2) $f(p) = f(g(f(p))).$

Hence, we at once see that $f$ is injective and $g$ maps the range of $f$ onto $N$. Moreover, $g \circ f$ and $f \circ g$ are the identity functions of $N$ and $f[N]$, respectively.

Now, as an immediate consequence of Theorems 1 and 2, we can also state

**Theorem 3** For any $p \in N$ and $d \in M$,

(1) $d \leq p \implies p \leq dp$,

(2) $p \leq dp \implies dp \leq dp$.

Proof. To prove (1), note that if $d \leq p$ holds, then by Theorem 1 we also have $dp \leq p$. Moreover, by Theorem 2, we have $dp_{dp} = p$. Therefore, $p \leq dp$ also holds. □

Remark 5 By Theorem 3 and Remark 2, for any $p \in N$ and $d \in M$

(1) $f(p) \leq d \implies p \leq g(d)$,

(2) $p \leq g(d) \implies f(p) \leq f(g(d))$.

3 Three important subfamilies of $M$

Because of Theorem 3, we may naturally introduce the following

**Definition 2** Define

$$M^* = M^*(X) = \{ d \in M(X) : d = dp_{dp} \},$$

$$M^\wedge = M^\wedge(X) = \{ d \in M(X) : dp_{dp} \leq d \},$$

$$M^\vee = M^\vee(X) = \{ d \in M(X) : d \leq dp_{dp} \}.$$
Remark 6 Thus, by Remark 2, we have
\[ M^* = M^*(X) = \{ d \in M : \quad d = f(g(d)) \}, \]
\[ M^\wedge = M^\wedge(X) = \{ d \in M : \quad f(g(d)) \leq d \}, \]
\[ M^\vee = M^\vee(X) = \{ d \in M : \quad d \leq f(g(d)) \}. \]

The importance of the family \( M^\wedge \) is already quite obvious from the following

**Theorem 4** For any \( d \in M \), the following assertions are equivalent:

1. \( d \in M^\wedge \),
2. \( p \leq p_d \Rightarrow d_p \leq d \) for all \( p \in N \).

**Proof.** If \( p \in N \) and \( p \leq p_d \), then by Theorem 1 we have \( d_p \leq d_{p_d} \). Moreover, if in particular (1) holds, then by Definition 2 we have \( d_{p_d} \leq d \). Therefore, if (1) holds, then \( d_p \leq d \), and thus (2) also holds.

Conversely, if (2) holds, then from the trivial inequality \( p_d \leq p_d \) we can already infer that \( d_{p_d} \leq d \). Thus, by Definition 2, (1) also holds. \( \square \)

Remark 7 By Theorem 4 and Remark 2, for any \( d \in M \) the following assertions are equivalent:

1. \( d \in M^\wedge \),
2. \( p \leq g(d) \Rightarrow f(p) \leq d \) for all \( p \in N \).

Now, as an immediate consequence of Theorems 3 and 4, we can also state

**Theorem 5** For any \( p \in N \) and \( d \in M^\wedge \), we have
\[ d_p \leq d \iff p \leq p_d. \]

Remark 8 Thus, by Remark 2, for any \( p \in N \) and \( d \in M^\wedge \) we have
\[ f(p) \leq d \iff p \leq g(d). \]

This shows that the function \( f \) and the restriction of \( g \) to \( M^\wedge \) form an increasing Galois connection \([19, 21, 24]\) between the posets \( N \) and \( M^\wedge \).

Thus, several consequences of Definition 1 can be immediately derived from the theory of Galois connections \([1, 2, 9, 7, 4]\).

However, because of the simplicity of Definition 1, it seems now more convenient to apply some direct proofs.
For instance, by using Definition 2 and Theorem 2, we can easily prove

**Theorem 6** For any $d \in M$, the following assertions are equivalent:

1. $d \in M^*$
2. $d = d_p$ for some $p \in N$.

**Proof.** If (1) holds, then by Definition 2 we have $d = d_{pd}$. Therefore, (2) also holds with $p = pd$.

Moreover, by Theorem 2, we have $d_p = d_{pd}$, and thus by Definition 2 $d_p \in M^*$ for all $p \in N$. Therefore, if (2) holds, then (1) also holds. \[□\]

**Remark 9** From Theorem 6, by Remark 2, we can see that $M^* = f[N]$.

### 4 Some further characterizations of $M^\wedge$ and $M^*$

In addition to Theorem 4, we can also prove the following

**Theorem 7** For any $d \in M$, the following assertions are equivalent:

1. $d \in M^\wedge$
2. $d(0, y) \leq d(x, x + y)$ for all $x, y \in X$,
3. $d(0, -x + y) \leq d(x, y)$ for all $x, y \in X$.

**Proof.** By Definition 2, (1) means only that $d_{pd} \leq d$. That is,

$$d_{pd}(x, y) \leq d(x, y)$$

for all $x, y \in X$. Hence, by using that

$$d_{pd}(x, y) = p(-x + y) = d(0, -x + y)$$

for all $x, y \in X$, we can see that (1) and (3) are equivalent.

Moreover, if (3) holds, then by writing $x + y$ in place of $y$, we can see that (2) also holds. While, if (2) holds, then by writing $-x + y$ in place of $y$ we can see that (3) also holds. \[□\]

Analogously to Theorem 7, we can also prove the following

**Theorem 8** For any $d \in M$, the following assertions are equivalent:

1. $d \in M^\vee$
2. $d(x, x + y) \leq d(0, y)$ for all $x, y \in X$,
3. $d(x, y) \leq d(0, -x + y)$ for all $x, y \in X$. 
Now, by using that \( \mathcal{M}^* = \mathcal{M}^\land \cap \mathcal{M}^\lor \), we can also prove the following.

**Theorem 9** For any \( d \in \mathcal{M} \), the following assertions are equivalent:

1. \( d \in \mathcal{M}^* \),
2. \( d(0, y) = d(x, x + y) \) for all \( x, y \in X \),
3. \( d(x, y) = d(0, -x + y) \) for all \( x, y \in X \),
4. \( d(x, y) = d(z + x, z + y) \) for all \( x, y, z \in X \),
5. \( d(x, y) \leq d(z + x, z + y) \) for all \( x, y, z \in X \),
6. \( d(z + x, z + y) \leq d(x, y) \) for all \( x, y, z \in X \).

**Proof.** By Theorems 7 and 8, it is clear that (1), (2) and (3) are equivalent. Moreover, if (4) holds, then by writing \(-x\) in place of \( z \) we can see that (3) also holds.

While, if (3) holds, then we have

\[
d(z + x, z + y) = d(0, -(z + x) + z + y) = d(0, -x - z + z + y) = d(0, -x + y) = d(x, y)
\]

for all \( x, y, z \in X \). Therefore, (4) also holds.

Now, since (4) trivially implies (5) and (6), it remains to show only that that (5) and (6) also imply (4). For this, note that if for instance (6) holds, then by writing \(-z + x\) in place of \( x \) and \(-z + y\) in place of \( y \), we obtain

\[
d(x, y) \leq d(-z + x, -z + y)
\]

for all \( x, y, z \in X \). Hence, by writing \(-z\) in place of \( z \), we can see that (5) also holds. Therefore, we actually have (4). \(\square\)

**Remark 10** The above theorem shows that \( \mathcal{M}^* \) is just the family of all left-invariant members of \( \mathcal{M} \).

Moreover, by using Theorem 9, we can also prove the following.

**Theorem 10** For a symmetric member \( d \) of \( \mathcal{M} \), the following assertions are also equivalent:

1. \( d \in \mathcal{M}^* \),
2. \( d(x, 0) = d(z + x, z) \) for all \( x, z \in X \).
Proof. If (1) holds, then from (4) in Theorem 9, by taking \( y = 0 \), we can at once see that (2) also holds even if \( d \) is not assumed to be symmetric.

While, if (2) holds, then by using the symmetry of \( d \), we can see that

\[
d(0, y) = d(y, 0) = d(x + y, x) = d(x, x + y)
\]

for all \( x, y \in X \). Therefore, by Theorem 9, assertion (1) also holds. \( \square \)

5 Two illustrating particular metrics

Theorem 11 Suppose that \( X \) is a normed space such that

\[
\| u + v \| < \| u \| + \| v \|
\]

for some \( u, v \in X \) with \( u + v \neq 0 \). And, for any \( x, y \in X \), define

\[
d(x, y) = 0 \quad \text{if} \quad x = y \quad \text{and} \quad d(x, y) = \| x \| + \| y \| \quad \text{if} \quad x \neq y.
\]

Then, \( d \) is a metric on \( X \) such that

\[
d \in \mathcal{M}^\wedge(X) \setminus \mathcal{M}^\vee(X).
\]

Proof. To prove the latter statement, note that, for any \( x, y \in X \) with \( y \neq 0 \), we have

\[
d(0, y) = \| y \| = \| -x + x + y \| \leq \| x \| + \| x + y \| = d(x, x + y).
\]

Hence, since \( d(0, 0) \leq d(x, x) \) trivially holds, by Theorem 7 we can see that \( d \in \mathcal{M}^\wedge(X) \).

Moreover, note that for \( x = -u \) and \( y = u + v \) we have

\[
d(0, y) = \| y \| = \| u + v \| < \| u \| + \| v \| = \| x \| + \| x + y \| = d(x, x + y).
\]

Therefore, by Theorem 8, \( d \notin \mathcal{M}^\vee(X) \) also holds. \( \square \)

Remark 11 To be more concrete, note that if for instance \( X = \mathbb{R}^2 \), and moreover \( u = (1, 0) \) and \( v = (0, 1) \), then

\[
u + v = (1, 1) \neq (0, 0) \quad \text{and} \quad \| u + v \| = \sqrt{2} < 2 = \| u \| + \| v \|.
\]
Theorem 12 Suppose that \( \varphi \) is an injective function of a group \( X \) to a normed space \( Y \). And, for any \( x, y \in X \), define

\[ d(x, y) = \| \varphi(x) - \varphi(y) \| . \]

Then, \( d \) is a metric on \( X \) such that

1. \( d \in M^\wedge(X) \) if and only if \( \| \varphi(y) - \varphi(0) \| \leq \| \varphi(x+y) - \varphi(x) \| \) for all \( x, y \in X \),

2. \( d \in M^\vee(X) \) if and only if \( \| \varphi(x+y) - \varphi(x) \| \leq \| \varphi(y) - \varphi(0) \| \) for all \( x, y \in X \).

Proof. To prove (1), note that by Theorem 7 and the definition of \( d \) we have

\[ d(0, y) \leq d(x, x+y), \quad \text{i.e.,} \quad \| \varphi(0) - \varphi(x) \| \leq \| \varphi(x) - \varphi(x+y) \| \]

for all \( x, y \in X \). Therefore, (1) is true.

Now, as an immediate consequence of this theorem, we can also state

**Corollary 1** Under the assumptions of Theorem 12, we have \( d \in M^\vee(X) \) if and only if \( \| \varphi(x+y) - \varphi(x) \| = \| \varphi(y) - \varphi(0) \| \) for all \( x, y \in X \).

**Remark 12** Note that in the above results, because of

\[ d(x, y) = \| \varphi(x) - \varphi(y) \| = \| \varphi(x) - \varphi(0) - (\varphi(y) - \varphi(0)) \| , \]

we may assume, without a genuine loss of generality, that \( \varphi(0) = 0 \).

Moreover, by using the notation

\[ \Delta_y \varphi(x) = \varphi(x+y) - \varphi(x) \]

for all \( x, y \in X \), the definition of \( d \) and the condition of Corollary 1 can be reformulated in the forms that

\[ d(x, y) = \| \Delta_x \varphi(0) - \Delta_y \varphi(0) \| \quad \text{and} \quad \| \Delta_y \varphi(0) \| = \min_{x \in X} \| \Delta_y \varphi(x) \| \]

for all \( x, y \in X \).

From Corollary 1, it is clear that in particular we also have
Corollary 2 If in addition to the assumptions of Theorem 12, the function \( \varphi \) is additive, then \( d \in \mathcal{M}^*(X) \).

Remark 13 In this respect, it is noteworthy that if \( \varphi \) is a function of a group \( X \) to a normed space \( Y \) such that
\[
\| \varphi(x + y) - \varphi(x) \| \leq \| \varphi(y) \|
\]
for all \( x, y \in X \), then by writing \(-u\) in place of \( x \) and \( u + v \) in place of \( y \) we obtain
\[
\| \varphi(v) - \varphi(-u) \| \leq \| \varphi(u + v) \|
\]
for all \( u, v \in X \).

Therefore, if in particular \( \varphi \) is odd, then we have
\[
\| \varphi(u) + \varphi(v) \| \leq \| \varphi(u + v) \|
\]
for all \( u, v \in X \). (Note that the latter property already implies that \( \varphi(0) = 0 \) and \( \varphi \) is odd.)

Moreover, if in particular \( Y \) is an inner product space, then by a basic theorem of Maksa and Volkmann [14], we can state that \( \varphi \) is additive. (For some closely related results, see \([6, 11, 15, 29, 30, 8, 27, 28]\).)

Concerning Theorem 12, it is also worth mentioning that Makai [13] proved that there exists a nowhere continuous additive function \( \varphi \) of \( \mathbb{R} \) to itself such that \( \varphi = \varphi^{-1} \). (For a more general result, see Kuczma [10, p. 293].)

However, it is now more important to note that, by using Theorem 12, we can also prove the following

Theorem 13 If \( \varphi \) is an injective function of \( \mathbb{R} \) to a normed space \( Y \) such that
\[
\lim_{x \to -\infty} \varphi(x) = \alpha \quad \text{and} \quad \lim_{x \to +\infty} \varphi(x) = \beta
\]
with \( \alpha, \beta \in Y \) such that \( \| \alpha - \varphi(0) \| < \| \alpha - \beta \| \), and
\[
d(x, y) = \| \varphi(x) - \varphi(y) \|
\]
for all \( x, y \in \mathbb{R} \), then \( d \) is a metric on \( \mathbb{R} \) such that
\[
d \notin \mathcal{M}^\wedge(\mathbb{R}) \cup \mathcal{M}^\vee(\mathbb{R}) .
\]
Proof. To prove the latter statement, note that if \( d \in M(\mathbb{R}) \), then by Theorem 12 we have
\[
\| \varphi(y) - \varphi(0) \| \leq \| \varphi(x + y) - \varphi(x) \|
\]
for all \( x, y \in \mathbb{R} \). Hence, by letting \( x \) tend to \( +\infty \), we can infer that
\[
\| \varphi(y) - \varphi(0) \| \leq 0,
\]
and thus \( \varphi(y) = \varphi(0) \) for all \( y \in \mathbb{R} \). This contradiction proves that \( d \notin \mathcal{M}(\mathbb{R}) \).

While, if \( d \in \mathcal{M}(\mathbb{R}) \), then by Theorem 12 we have
\[
\| \varphi(x + y) - \varphi(x) \| \leq \| \varphi(y) - \varphi(0) \|
\]
for all \( x, y \in \mathbb{R} \). Hence, by letting \( y \) tend to \( -\infty \), we can infer that
\[
\| \alpha - \varphi(x) \| \leq \| \alpha - \varphi(0) \|,
\]
for all \( x \in \mathbb{R} \). Hence, by letting \( x \) tend to \( +\infty \), we can infer that
\[
\| \alpha - \beta \| \leq \| \alpha - \varphi(0) \|.
\]
This contradiction proves that \( d \notin \mathcal{M}(\mathbb{R}) \). \( \Box \)

Remark 14 To be more concrete, note that if for instance
\[
\varphi(x) = x/(1 + |x|)
\]
for all \( x \in \mathbb{R} \), then \( \varphi \) is a strictly increasing function of \( \mathbb{R} \) to itself such that \( \varphi(0) = 0 \),
\[
\alpha = \lim_{x \to -\infty} \varphi(x) = -1 \quad \text{and} \quad \beta = \lim_{x \to +\infty} \varphi(x) = 1.
\]
Therefore, \( |\alpha - \varphi(0)| = 1 < 2 = |\alpha - \beta| \).
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